Paper/ Subject Codes 87006 / Data Selence

(2 Y2 Hours) [Total Marks; 75]

N.B. 1) All questions are compulsory,
2) Figures to the right indicate marks. :
3) Mustrations, in-depth answers and diagrams will be apprecjated,

4) Mixing of sub-questions is not allowdd

Q1 Attempt All

(a) Sclect the correct alternative from the options given: (10M)
(i) Exploratory Data Analysis represents data in format.

(1) Numerical ' (b) Character

(c) String (d) Graphical .=
(ii) interviews are conducted by a trained interviewer in a non-structured

and natural way with a small group.

() focus group’ (b) observation -
(c) formal .+ (d) _informal
(i) - \Imputalion‘or rcmovél of data are used during han'd]ing of . data.
(@) collected (b) Missing
() table - (d) Duplicate
“(v) - _isa query language used for traversing through an XML document.
oo @ XML (b) TQML
() Xquery “(d) Xpath
‘~7.(v) 5 data'have semantic tags, Ao
—(a) structured ' (b)  unstructured _‘
- (c) semi structured ~(d) unq\fgz'mised

»~(‘v'i) In Version control is a mainline or unique linefof the development

which s ot actually a branch. 2
S ) sqvb;branch . (b) trunk:"

=" (c) path & | (d) root.

- (vii) service of cloud supporf' services such as storage and network
connectivity on demand.

(a) IaaS ~(b) PaaS

(c) SaaS (d) SaaN

(viii) ~ AIC s suited over BIC when the model is

(@) simple (b) complex
(c) large (d) Small
24469 , Page 1 of 3

0B5642CB8E4r911122DFDC21EY9258926

Sudilieud wiuli udiinca



Paper/ Subject Code: 87006 /-Dstq Scicnce

(ix)  Lasso regression was introduced in, order to lmprove thc prediction
and interpretability.

(d) accuracy E (b): values -
(c) result (N (d) set
(%) is the process of makmg predlction of\ the future based on’ present
and past data. .‘lﬁ O '
(a) Trend o> (b) Seasopality
() forecastmg ' j-“ (d) classiﬁtation
(b) Fill in the bl:mks by selectmg from the poo]\of options:. 2 (5M)
(aggregation; unstructured discrete, dlsgmsed, ’ supervnsed personal
unsuperyised, smoothmg, structuxed contmuous) ,
(i) Apriori, K-means: and K-medmds are the example of learning
algorithm. .- o ®
(i) deals with removal of nojé‘,e"frorn d;lt_a:;‘
(m)‘ data are nptu drganized:i’nto speg;‘{ai‘ reposi_tfdﬁes.
‘ff‘(lv) In _ observahon the person, w\ho is bemg observed is unaware that he is
" _“being observed. aE S
, j (\‘/,,)‘i;" Henght and wexght are the' example of datia:\
2 9Q0 Attempt the: followmg (Any THREE) ot 2 (15M)

-~

(a) -~Whatis data" Explam types of data, o
(b).. Whatis EDA? Explain methods to wsuahze data
(Q What is data normalization? Illustrate any one type of data normalization
- AT technique with an example. «) %
3 J (d) ]Explam the difference between. data and mformatlon.
: = (€) & Descnbe any two types of observahonal\methods used in data collection.
% ’ B ¥ Write:a short note on data cleaning and data extractlon

g -, B
§ Q3  Attemptthefollowing (Any THREE) (15M)
(" (a) . -Discussthe5 V’s of data. S
§° (b) * What is MongoDB? State its features 3
f':"’\ (). How to create indexes in MongoDB?; Give example.
&= Ad) What is NoSQL7 What are its features?

5 (e) _Explain how you can read JSON- file in R with the help of an example.
p () . Write a short note on AWS,
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Q.4 Attempt the following (Any THREE) & 1s)
(a) What are AIC, BIC? State their mathematical formula. -~

(b) Explain Forecash'ng. List the steps in forecasting.

(©) Write a short note on SYM, ol N

(@) Whatis K-NN? Explain with the help of an example:

(e) Explain the filter method gﬁﬂ'forwa;gligélecﬁon ﬁEthOd of data selection.

) Discuss the steps involved in impleménﬁng PCA ona 27D;’Daf359f- v

Q.5  Attempt the following (Any FIVE) ‘ ge Py : (15)
() Explain the terms data, information and l"(nowledg“e:'. ._A_”\' % '

(b)  Write a short note on Smoothin g by means techriique. :
(© How can you'see data sfored in MongoDB? Explain anyt«two methods with
example. - o s s

(d) Explain any 3 ways to do web scraping, . P, 9

(e) Discus_§~H1e important characteristics ofHBase. .=~
(3] Give the formula for Information Gain and Entropy. ‘

(8)  Discuss Model, Train Data and Test Data, . g -
(h) \Discuss tl';\g.'Advantagés of Dhnén‘.éionalitx—fé‘ducﬁon; 3
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