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instructions to candidate

1. Q1ls compulsory
2 Attempt any THREE from remalning
3 Figures to the right indicate full marks
4  pssume sultable data If necessary
1 a)Explain concept of power spectral density 5
b] state and prove Central Limit Theorem 5
¢] Explain properties of cross correlation function 5
d}state and prove Bayes’ theorem 5
2 3] Box 1 contains 5 white balls and € black balls. Box 2 contains 6 white & 4 black balls 10

A box is selected at random and then a ball Is chosen at random from the sesiccted
Box {I)What is the probability that the ball chosen will be a white ball

(il)GIven that the ball chosen Is white what is the probabiiity that came from box1

b Give the properties of CDF, pdf, and PMF, 10
3 a] Explain concept of conditional probability and properties of conditional probabiiity 10
b Explain what do you mean by? .03

{i)Deterministic s\(stem
{it) stochastic system
{11 Memo;yless system
¢} Prove that if Input to memoryless system is strict sense stationary(S55] process then 07
output Is aiso strict sense stationary

»

4 a) Explain Random process, tietine ensem ble mean Aute correlatior} and Auto covariance of

the process interms ¢ Indexed random variabies in usual mathematical forms 10

b] Let Z=X+Y Determine pdf of Z f2(z] 10
5a] state and prove Chapman Kolmogorov equation 10
b] Explain Chiebyshev's Inequality with suitable example. 10
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6] a] The joint probability density function of two random variabies is given by
Fadx ¥Y)=15 e ¥¥ - %>0,y20

) Find the probability that x<2 and ¥>0.2
1i) Find the marginal densitiesof Xand Y
i AreXandyY Indepéndent?

W) Find E{x/y) and E{y/x)

b] Write short Notes on following special distrfbutions

i}Poisson distributions i) Rayleigh distributions il} Gaussian distrlbutions

—END—

MD-Con. 6900-15.

10

10




