(3 Hours)

e Question No. 1 is compulsory.

* Answer any three from the remaining five questions.

* Assume suitable data if necessary and justify the same.
e Figures to the right indicate the marks.

1 Each question carry five marks
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What are the various criteria to terminate iterative methods in numerical computatmw
b Explain the pitfalls of LU decomposition.
C

Use Lagrange’s inverse interpolation method to estimate ‘x’ at y=10 for theglven three
~data points (1,2) and (3,15), (5 20).

d How one-dimensional unconstrained optimization problems can be se%ved by Qudratic
interpolation method? |

. N
Use Runge-Kutta Method of Order 4 to solve < v o -s-f—-} .E calculate y at x=0.2, 10

using a step size of h=0.1. Initial condition is given g@y((})—

b How Linear programming problem can be' wntteﬁm standard form? Solve the

following LPP by graphical method and marlf ‘i‘ Basible region, basic feasible regions
and optimal feasible region. 3

10

Maximize Z-;*{#O(’}Xl + 200X;

Subject to constraints ] 8{ +3X2< 800
%‘11 +4X2 <600
| m X2 150
£y Xi,X20
SN\
3 a (Calculate the pcs:itwe square root of 11 using both secant and false position methed 10
within es-—OéS% Employ initial guesses as 3 and 4. Compare the result and the selecnon
of guess&& in each iteration of secant and false position method.

b What ‘ia SIgmﬁcant figures? What are the rules on determining how many significant 05

ﬁqures are in a number? Identify the number of significant figures in 0.00800.

¢ r,xplaln how second order differential equation can be solved by Picard’s method? 05
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Obtain the roots of following systems of equations using N-R method f(x,y)=x?+xy-10
and g(x,y)=y+3xy*-57 with the initial guesses as x¢=1.5 and yo=3.5. Do only two

iterations.
What 1s the advantage of solving set of linear algebraic equations using LU
decomposition? Solve the following systems of equations using LU decomposmon

3x1 +x72 +6x3 =9

8x2 =17x3 =10 j
Explain suitable techniques to solve the following optimization problerﬁ 2y

1. Multivariable optimization problem with in equality constrmpr
2. Multivariable optimization problem without constraint. .-
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Explain various types of errors in numerical computatlon huw these errors can be

reduced? |
Given Ex- —x2(1+y) and y(1) = 1 y(1.1) = 1.233, %{1 2) = 1.548, y(1.3) = 1.979,
evaluate y(1.4) till the error is less than 0. 05% US'i"tg Mlhnan s method

What are the various interpolation ér;éiﬁdds tor curve fitting? Compare Linear
interpolation with quadra’ac mterpolassm method? Using Newton’s Divided difference

method of order ‘3’ find *f(9)’ from the following data with maximum accuracy.

11 13 17
1452 | 2366 | 5202

< il
Solve the following LPP by simplex method.

Maximize Z =3x 1‘-,2y
Subject to comwgmm 2Xx+y<18
2x +3y <42
3x +y<24

X, y=0
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