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(1) Question No. 1 is compulsory.

(2) Attempt any Three questions out of remaining Five questions.
(3) Figures to the right indicate full marks. :

(4) Assume suitable data if necessary.
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Explain with neat diagram supervised and unsupéyvised,lcéming in NN

Explain different activation functions in NN .~

Explain different defuzzification techniques; ~

Explain with example any 2 operators involved in 51mpleGA "

targets.

Explain Error back propagation training,Algqﬁthm with the help of ;HCWQHQR; '

Explain architecture of Bidirectional Associative Memory ~(BA1AVD‘~‘3H0,W ’étogage

and retrieval performed inBAM. .

Explain the single layer Neural Network ’éféhitcdtu"rei Qsiﬁg‘,P\éfé;épf;ron~ model

with suitable activation fungtions ¢ o S

Design Hebb Net to implement lo g1ca1ANDfunctlonUseblpolarmputs

Two fuzzy relaugnsrare;giy.enfby 0.7
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e‘”s‘?:r;ptorstor input variables and five descriptors
€ necessary membership function and required fuzzy
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